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- **Possibility**: a set of worlds
- **Proposition**: a set of possibilities
- **Informative content**: \(|\varphi| := \bigcup [\varphi]| (a, b)

\[(4a) \quad [p \lor q \lor (p \land q)] \]

\[(4b) \quad [p] \quad (A, B, [\varphi])\]
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**Entailment**

\[ A \text{ entails } B, \ A \models B, \text{ iff } \]

(i) \( \bigcup A \subseteq \bigcup B \); and

(ii) for all \( b \in B \), if \( b \cap \bigcup A \neq \emptyset \), \( b \cap \bigcup A \in A \)

\[ \rightarrow \text{ at least as informative} \]

\[ \rightarrow \text{ at least as attentive} \]
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- **Possibility:** a set of worlds
- **Proposition:** a set of possibilities
- **Informative content:** $|\varphi| := \bigcup[\varphi]$

\[
\begin{align*}
(4a) \quad [p \lor q \lor (p \land q)] & \quad \text{(4a)} \\
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Now, \((4c) \models (4a),\) but \((4b) \not\models (4a).\)
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2.3. Pragmatics

The relevant maxims

For a cooperative speaker with information $s$, responding $R$ to $Q$:

1. **Quality**: $s \subseteq \bigcup R$.

2. **Quantity**: For all $Q' \subseteq Q$, if $s \subseteq \bigcup Q'$ then $\bigcup R \subseteq \bigcup Q'$.

3. **Relation**: $\{ r \cap s \mid r \in R \} \models Q$. 

(5) Did John go to the party?

It was raining.

\[
\text{If it rained, John } \{ \text{went / didn't go} \}.
\]

\[\]
2.3. Pragmatics
(cf. Grice, 1975; Groenendijk and Stokhof, 1984; Roberts, 1996; Spector, 2007)

The relevant maxims
For a cooperative speaker with information $s$, responding $R$ to $Q$:

1. **Quality**: $s \subseteq \bigcup R$.
2. **Quantity**: For all $Q' \subseteq Q$, if $s \subseteq \bigcup Q'$ then $\bigcup R \subseteq \bigcup Q'$.
3. **Relation**: $\{ r \cap s \mid r \in R \} \models Q$. 

(5) Did John go to the party?
It was raining.
If it rained, John {went / didn't go}. 
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3.1. Results

(4) a. John likes blue, red, or blue and red. \((p \lor q \lor (p \land q))\)

b. He likes blue. \((p)\)

1. \(s \subseteq |p|\)
2. \(s \notin |q|\)

\(\begin{align*}
\text{(Quality)} \\
\text{(Quantity)}
\end{align*}\)
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3.2. General result

- The maxim of Relation requires that: for each possibility the speaker leaves unattended, the speaker knows how it depends on the information she provided.
- Together with Quality, this implies opinionatedness.
- Together with Quantity, this in turn yields exhaustivity.

Main conclusion:
- If pragmatic reasoning is sensitive to attentive content (which it must be, to distinguish between (4b) and (4c));
- then exhaustivity is a conversational implicature.
4. Discussion

4.1. ‘Alternatives’
4.2. Cancellability
4.3. Semantic desiderata
4.4. ‘Gricean’?
4.1. ‘Alternatives’

Existing approaches (since forever):

- ‘Why did the speaker not say “p ∧ q”?’

Beware:

The ‘alternatives’ are fully determined by the maxims.
Speakers need not reason in terms of alternatives.
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- *Ignorance is no excuse.*
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Sure, one of them will be home. Indeed, both will be home.

(8) How many people will be home?
One of my parents will be home. Indeed, both will be home.

(9) John or Mary. Oh, but I did not mean to imply not both.

(10) It is raining. Oh, but it has stopped!
The speaker is changing her mind...
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Some typical examples of cancellation:

(5) On an unrelated note, it was raining.
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4.2. Cancellability (I)

Some typical examples of cancellation:

(5) On an unrelated note, it was raining.

(6) John, or Mary, or both. \( \nabla not both \)

CI are computed globally; the CI wasn’t there to begin with...

(7) Will one of your parents be home?
Sure, one of them will be home. Indeed, both will be home.
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(9) John or Mary. Oh, but I did not mean to imply not both.

(10) It is raining. Oh, but it has stopped!

The speaker is changing her mind...
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   - (ii) revise what counted as cooperative.
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4.2. Cancellability (III)

Ok, but why does it matter?

- ‘Cancellation’ (in the sloppy sense) is not a uniform phenomenon:
  - complete absence of implicature
  - contextual disambiguation
  - correction/inconsistency
  - non-cooperativity

These surely have *different cognitive correlates*?
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4.4. ‘Gricean’?

“that there [appear to be] divergences in meaning between [...] the formal devices [and] their analogs or counterparts in natural language” (Grice, 1975)

- The semantics treats informative content classically.
- Grice wouldn’t be against other dimensions of meaning.
- The connectives are still algebraically ‘basic’.

Besides: this is the only way.
The end
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- ‘Attention, I’m violating a maxim!’  
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Appendix A. Semantics (Roelofsen, 2011)

Ingredients

- *Possibility*: a set of worlds \((a, b)\)
- *Proposition*: a set of possibilities \((A, B, [\varphi])\)
- *Informative content*: \(|\varphi| := \bigcup[\varphi]\)
- *A restricted to b*, \(A_b := \{a \cap b \mid a \in A, a \cap b \neq \emptyset\}\)

Semantics of relevant fragment

1. \([p] = \{\{w \in Worlds \mid w(p) = \text{true}\}\}\)
2. \([\varphi \lor \psi] = ([\varphi] \cup [\psi])|_{\varphi \lor \psi} = [\varphi] \cup [\psi]\)
3. \([\varphi \land \psi] = ([\varphi] \cup [\psi])|_{\varphi \land \psi}\)

Entailment

\(A \text{ entails } B, A \models B\), iff (i) \(\bigcup A \subseteq \bigcup B\) and (ii) \(B \cup A \subseteq A\).
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- Roberts’s relevance: $R_{CG} \models Q$ \hspace{1cm} (CG = Common Ground)

Roberts’s requirement is too strong:

- The participants need not already know how $R$ is relevant.
- They need only be able to figure it out.

\begin{itemize}
  \item E.g., in case of exhaustivity:
    \begin{enumerate}
      \item $s \subseteq p$ (Quality)
      \item $s \not\subseteq q$ (Quantity)
      \item $s \subseteq p \cup q$ or $s \subseteq p \cup q$ (Relation)
      \item $s \subseteq q$
    \end{enumerate}
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- ‘My’ Maxim of Relation: $R_s \models Q$
- Roberts’s relevance: $R_{CG} \models Q$ \hspace{1cm} ($CG = \text{Common Ground}$)

Roberts’s requirement is too strong:
- The participants need not already know how $R$ is relevant.
- They need only be able to figure it out.

E.g., in case of exhaustivity:

1. $s \subseteq |p|$ \hspace{1cm} (Quality)
2. $s \notin |q|$ \hspace{1cm} (Quantity)
3. $s \subseteq \overline{|p|} \cup |q|$ or $s \subseteq \overline{|p|} \cup \overline{|q|}$ \hspace{1cm} (Relation)
4. $s \subseteq \overline{|q|}$
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Appendix C. ‘Embedded’ implicatures
Chierchia, et al. (2008), and much subsequent discussion

(10) Which books did every student read?
Every student read O. or K.L. $\sim$ No student read both.

The problem
The problem has never been the Gricean approach as such, but rather to find the right ‘alternatives’.

In the present theory:
- The maxims are sensitive to attentive content
- Attentive content mirrors sub-sentential structure.
  (Hence so do the ‘alternatives’.)
The ‘embedded’ implicature of (5) is in fact predicted.
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